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ABSTRACT

The cognitive map has been taken as the standard model for how agents infer the most efficient route to a goal location.
Alternatively, path integration – maintaining a homing vector during navigation – constitutes a primitive and presum-
ably less-flexible strategy than cognitive mapping because path integration relies primarily on vestibular stimuli and pace
counting. The historical debate as to whether complex spatial navigation is ruled by associative learning or cognitive map
mechanisms has been challenged by experimental difficulties in successfully neutralizing path integration. To our knowl-
edge, there are only three studies that have succeeded in resolving this issue, all showing clear evidence of novel route
taking, a behaviour outside the scope of traditional associative learning accounts. Nevertheless, there is no mechanistic
explanation as to how animals perform novel route taking. We propose here a new model of spatial learning that com-
bines path integration with higher-order associative learning, and demonstrate how it can account for novel route taking
without a cognitive map, thus resolving this long-standing debate. We show how our higher-order path integration
(HOPI) model can explain spatial inferences, such as novel detours and shortcuts. Our analysis suggests that a phyloge-
netically ancient, vector-based navigational strategy utilizing associative processes is powerful enough to support complex
spatial inferences.
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I. INTRODUCTION

The route travelled from home to the place of work can be
considered as a chain of multiple environments linked to
each other by common areas. When a place is unexpect-
edly blocked, such as by a traffic accident or roadwork, a
spatial inference, which is the flexible and spontaneous
ability to travel a novel route, can enable the use of alterna-
tive routes to the destination. The ability to use novel short-
cuts and detours is thought to reflect a cognitive mapping
process. A cognitive map is a representation of a set of
familiar environments stored in a mental representation
as a configural whole, and enables flexible navigation
(Tolman, 1948). The first report of an animal’s ability to
perform spatial inferences was obtained about a century
ago in Hsiao’s (1929) pioneering experiments. Rats were
trained to navigate a maze composed of three pathways
of increasing length (X < Y < Z), each leading to a goal
box at the other end (Fig. 1).

During each training session, a block was placed at the
entrance to one the three alleys, thereby preventing access.
The rats learned successfully to take the shortest available
pathway. After training, rats received a single test trial with
the block now placed in a new position (B), thereby prevent-
ing the use of either alley X or Y to reach the goal box (Fig. 1).
Rats first entered the shortest available route, X, and found
themselves blocked at B. Subsequent to finding the block
at B, rats backtracked through the maze and overwhelmingly
chose alley Z, suggesting they understood that entering Y
would also lead to the block at B. After replicating this phe-
nomenon with a larger number of subjects (Tolman &
Honzik, 1930), Tolman (1948) concluded that rats are able
to form a mental map-like representation of a familiar envi-
ronment, or ‘cognitive map’, through exploration by gradu-
ally encoding and integrating spatial relationships between
elements composing the environment. The cognitive map is
conceived as a comprehensive representation of one’s famil-
iar environment seen as a configural whole, and enables flex-
ible decisions as opposed to the trial-and-error learning
advocated by behaviourists such as Thorndike and Watson
(Tolman, 1948). According to behaviourism, when an unpre-
dicted change in the environment occurs that prevents the
utilization of previous learning, finding the most efficient
alternative route requires new learning. According to Tol-
man (1948), however, the first time the rat was faced with
the block at a novel location B, it referred to its cognitive
map to derive the proper spatial inference to reach the goal
and chose route Z over Y. The single test of a novel situation,

by definition, cannot be solved by trial-and-error learning,
and is thought to involve the use of a mental representation,
specifically the cognitive map (Tolman, 1948).

(1) Place cells and the cognitive map

According to a series of seminal neurophysiological studies
(e.g. O’Keefe & Dostrovsky, 1971; O’Keefe & Nadel, 1978),

Fig 1. Schematic representation of the maze used by
Hsiao (1929), where X, Y, and Z represent three pathways of
increasing length that connect a starting box to a goal box,
and A is a common segment shared by X and Y. The position
of Block B is that of the test condition.
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a cognitive map emerges from the activities of hippocampal
place cells, each of which has a specific place field – a small
area of the subject’s current environment within which a
given cell shows a maximal firing rate. Serial activation of
place cells representing adjacent places should provide
not only a system to determine one’s current position but
a prospective navigation strategy as well. Temporal
sequences of place cell firing can be observed during navi-
gation (Buzsáki & Moser, 2013), resting periods and sleep
(replay), and have been proposed to play a role in memory
consolidation [Maingret et al., 2016; see Drieu &
Zugaro, 2019 for a review]. The discovery of place cells
had a major impact as it established a neurophysiological
basis for the cognitive map. In addition to providing details
of the properties of place cells, O’Keefe & Nadel (1978)
also presented an updated version of Tolman’s (1948) cog-
nitive map theory. Their theory made a clear distinction
between two navigational systems: the taxon and locale sys-
tems. The taxon system is based on egocentric information,
where intra-maze and extra-maze cues are used to navi-
gate, and follows associative-learning rules. Indeed, neural
mechanisms of associative acquisition involving dopamine
signalling systems have recently been shown to be involved
in learning about spatial cues (A. Guru, C. Seo, R.J. Post,
D.S. Kullakanda, J.A. Schaffer & M.R. Warden, in prepa-
ration). Taxon learning involves orientation and guidance
learning, also known as response learning and beacon hom-
ing, respectively. Response learning consists of remember-
ing the sequence of turns that leads to the goal place, and
beacon homing refers to approaching an object, or beacon,
that is always close to, and thereby marks the location of,
the goal place. The locale system is map-based and utilizes
allocentric information. It is in the locale system where hip-
pocampal place cells contribute to the establishment of a
mental representation of places in relation to landmarks
in the environment. The locale system is considered flexible
in that it connects places together and is able to activate
representations of prospective routes through the sequen-
tial activation of place cells (O’Keefe & Nadel, 1978; Pfeif-
fer & Foster, 2013).

It is, however, unclear how place cells that code for places
are involved in navigation using spatial inferences. A recent
study points toward a role of place cells in encoding routes
irrespective of their relationship/proximity to the reward
(Duvelle et al., 2019). Surprisingly, but not contradictory with
the latter finding, place cells have also been shown to convey
a success signal of the selected trajectory when a rat is at the
goal place (Hok et al., 2007), but do not code for destinations,
and instead play a role in the discrimination of alternative
routes (Grieves, Wood, & Dudchenko, 2016). As place cells
specifically code for goal places, familiar places and trajec-
tories, they are less likely to guide navigation through unfa-
miliar territory, which is the basis of many types of spatial
inference. It is worth noting that place cells can also gener-
ate sequences of new combinations of relevant start and
goal locations in familiar environments, suggesting that
hippocampal sequence events can predict immediate

future novel paths constituted of familiar places
(Pfeiffer & Foster, 2013). There is, however, no evidence
that this applies to novel paths constituted of novel places
never experienced, even when the novel paths connect
familiar places.

(2) Higher-order conditioning

Higher-order conditioning was discovered by Pavlov (1927)
and involves the establishment of a conditioned response
(CR) to a conditioned stimulus (CS) that itself had not been
directly paired with the unconditioned stimulus (US). For
example, a dog might learn that a bell CS signals a food
US, such that the bell (S1) elicits salivation as a
CR. Subsequently, a light CS is paired with the bell CS in
the absence of food. When presented with the light, the dog
salivates, despite the fact that the light itself had never been
paired with food. The light therefore becomes a second-
order CS (S2). Brogden (1939) reported a similar phenome-
non that he termed sensory preconditioning. Sensory
preconditioning is very similar to second-order conditioning
except that the phases of training are reversed, such that
the light is paired with the bell in Phase 1 of training, and
then the bell is paired with food in Phase 2 of training. On
a final test, the light elicits the CR.
Second-order conditioning and sensory preconditioning

are both forms of higher-order conditioning. While several
theories have been proposed to account for higher-order
conditioning, one leading theory is that two associations,
S2–S1 and S1–US, are linked together and stored as a repre-
sentation of a S2–S1–US associative chain. This account is
particularly applicable to sensory preconditioning (Honey,
Iordanova, & Good, 2014). Associations that contain spatial,
temporal, and causal information can therefore be linked
together to produce rich mental representations from which
novel spatial, temporal, and causal inferences can be derived
(see Blaisdell, 2009 and Savastano & Miller, 1998 for
detailed discussions). Accordingly, in the example of Fig. 1,
when a rat finds itself blocked at location B, the spatial associ-
ations of the pathways of the maze lead the rat to infer that both
the X and Y paths are blocked, and thus to take pathway Z. A
wide range of organisms show evidence of higher-order condi-
tioning, e.g. Drosophila melanogaster (Brembs & Heisenberg, 2001),
honeybees Apis mellifera (Müller et al., 2000), pigeons Columba livia
(Sawa, Leising, & Blaisdell, 2005), rats (Chamizo, Rodrigo, &
Mackintosh, 2006), and humans (Molet, Bugallo, &
Gambet, 2011), which can serve as the basis of forming transitive
relationships between events. Such a transitive process enlarges
the scope of associative learning beyond simple trial-and-error
learning or first-order associative learning.

(3) Path integration

Contrary to a reductionist conception of associative learning
theories as blind stimulus–response associations (see
Jensen, 2006), associative learning processes can generate
new routes in the absence of direct past experience with the
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route (Chamizo et al., 2006). In addition to Pavlovian associa-
tive processes, another bottom-upmechanism – path integra-
tion – can be used for novel route taking. Path integration,
also known as dead reckoning (first reported by
Darwin, 1873), is a process that allows animals to keep track
of their location using motion-related information, such as to
navigate directly back to their home nest from the terminal
point of an outward journey. This process involves continu-
ously computing a vector between the animal’s current loca-
tion and their starting point (e.g. the home nest). This home
vector maintains the distance and direction information nec-
essary to return home successfully and is calculated from
internal cues provided by vestibular and proprioceptive per-
ception (Collett et al., 1998; Schatz et al., 1999; Etienne
et al., 2004). A characteristic and major limitation of path
integration lies in the accumulation of errors during a jour-
ney that affect the estimation of position (Mittelstaedt &
Mittelstaedt-Burger, 1973; Müller & Wehner, 1988; Weh-
ner & Wehner, 1990). These errors can originate from noise
in the sensorimotor system and during the process of vector
arithmetic (Etienne et al., 2004; Souman et al., 2009). They
affect the accuracy of a path integration strategy, especially
for long journeys. Vectors can be anchored to external refer-
ences (e.g. visual cues, geomagnetic fields, etc.), when avail-
able. This enables path integration to be reset when an
agent takes a fix on familiar external references, thus correct-
ing estimation errors of angular and linear components of
locomotion (Etienne et al., 2004). Path integration resetting
has been shown in rodents and ants (Etienne et al., 2004;
Knaden & Wehner, 2006) and extends the range of use of
path integration to long and complex journeys, subject to
the constraint that external references are available.

The constant updating of distance and direction from the
current position to the start location during a journey allows
one to return directly to the start location simply by following
the most recently computed homing vector. This can be
achieved through vector arithmetic where a journey is
decomposed into vectors (Etienne & Jeffery, 2004). The first
vector starts at the beginning location, and any change of
direction triggers the calculation of a new homing vector.
Consider a simple journey between two places, A and C,
where an animal changes direction only once at Place B,
addition of the vectors A ! B and B ! C results in a new
vector, A ! C, while vector subtraction generates a vector
of the same distance but opposite direction, that is C ! A.
Vector subtraction can thus be used to return directly to
the starting point after a random journey. Furthermore, vec-
tor addition allows one to return to a previously discovered
goal place by storing and retrieving the computed vector
(Etienne et al., 1998).

Vector arithmetic is a simple yet powerful mechanism that
generates a direct bidirectional vector between a start place
and a goal place. In the sunburst maze experiment
(Tolman, Ritchie, & Kalish, 1946) for example, rats first
had access to a sequence of three connected paths leading
to a goal box (Fig. 2). After several trials navigating this con-
figuration, the animals received a single test trial in which the

former paths were blocked, and 18 new paths were made
available, one of which led directly to the goal box. Most rats
chose the paths heading toward the goal box, even though
they had no prior experience travelling these paths. There
are, however, two simpler alternative explanations as to
how most of the rats made correct choices (Bennett, 1996).
First, a light situated above and behind the feeder at the goal
box was visible from anywhere within the room. As a result,
this light could have served as a beacon, and taking the most
direct shortcut could be accomplished merely by directly
approaching the light that was associated with the reward.
This explanation has recently been supported by a failure
to replicate and extend the sunburst study of Tolman
et al. (1946) to humans, in a test situation in which no light
(or other) cue was located above the goal place (Wilson &
Wilson, 2018). Interestingly, participants of a control group
where the light cue was always present above the goal place
were more likely to choose the correct path. A second expla-
nation is that rats used path integration to determine the
direction of the goal box from the circular platform (Fig. 2),
stored this vector in long-term memory (Etienne &
Jeffery, 2004), and retrieved it during the test. In line with this
view, a recent study reported a successful use of shortcuts in a
linear version of the sunburst maze with a deep reinforce-
ment learning algorithm agent simulating the computational
properties of grid cells (Banino et al., 2018). A more recent
grid-cell based vector navigation network model reported
successful shortcut behaviour in an exact replication of Tol-
man et al.’s (1946) sunburst experiment (Edvardsen,
Bicanski, & Burgess, 2020).

Importantly, to show evidence of cognitive mapping, path
integration must not independently account for the results
(Jacobs & Schenk, 2003; Singer, Abroms, & Zentall, 2006).
In an attempt to overcome the challenges of neutralizing
path integration as a solution to taking a novel path, and to
test the existence of the cognitive map, Singer et al. (2006),
in their second experiment, used a simple maze composed
of three distinctive arms connecting one central platform to
three separate goal boxes (Fig. 3).

In the training phase, rats were allowed to navigate from
the central platform to any of the three goal boxes
(Fig. 3A). The use of extra-maze cues was neutralized by
rotating the maze within the room every day. A food reward
was available in the central goal box and only one of the lat-
eral boxes (reward and aversive sides counterbalanced across
animals). Entries into the other lateral box were non-
reinforced and the subject would have to wait there for 30 s
before the trial ended. After reaching a learning criterion of
18 consecutive correct choices out of 20 (i.e. 90%), rats
received 30 additional training trials to ensure that they
had enough experience with the distinctive paths and their
consequences. After completion of the 30 overtraining trials,
rats received nine test sessions. The first, second, and fourth
trial in each test session was a training trial identical to those
received during the training phase. The third trial in each test
session consisted of a test trial where the lateral arms were
blocked at the central platform, and two new paths
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connecting the central goal box directly to the lateral goal
boxes were opened (Fig. 3B). After receiving a reward in
the central goal box, a majority of animals (15 out of 20) took
the correct new path from the central goal box leading to the
lateral goal box that had always been rewarded during
training.

Unfortunately, rather than conclusive evidence of a cogni-
tive mapping strategy, these results can simply be explained
by response learning, where behavioural responses
(e.g. turning left or right from the central platform to enter
a lateral arm and reach the goal place) are reinforced or pun-
ished during the training phase. Specifically, during the train-
ing phase, turning to one side from the central platform (right

for half of the animals and left for the other half ) was rein-
forced by access to a food reward, while turning to the other
side was punished by being restrained for 30 s. The rein-
forced turn from the central platform during the training
phase also corresponded to the correct turn during the test
from the choice place, suggesting that rats could simply have
turned to the side that had been rewarded before the test run,
and/or avoided turning to the side where they always
received the time-out in the non-reinforced goal box. Simply
said, the subjects may have learned the turn responses associ-
ated with a reward and punishment, respectively, during
training, and generalized those responses to bias novel arm
choice in the test phase.

(A) (B)

Fig 2. Schematic representation of the sunburst maze experiment of Tolman et al. (1946) during (A) the learning phase, and (B) the
test. The arrows represent the path integration mechanisms with grey arrows being vectors computed during exploration and the
black arrow the vector resulting from the addition of those grey arrows. Black lines terminating with dots represent barriers.

(A) (B)

Fig 3. Schematic representation of the maze used by Singer et al. (2006) during the learning phase (A) and test phase (B). Grey arrows
represent the paths animals experienced during the learning phase, and the black arrow represents the hypothetical vector resulting
from path integration. Black lines terminating with dots represent barriers.
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The performance during the test run can alternatively be
accounted for by path integration (Fig. 3). During the train-
ing phase, rats had opportunities to travel from the central
goal box to the lateral goal box and vice versa. This would lead
to the formation, by path integration, of a vector connecting
the central goal box and the correct lateral goal box bilater-
ally. It is noteworthy that the authors conducted an experi-
ment similar to that presented above in the same study,
with no distinctive intra-maze cues and without any aversive
consequence to incorrect choices (i.e. without restraining rats
for 30 s). In this condition, rats did not perform above chance
level when tested. The manipulation of two parameters
between these two experiments, namely the presence of
intra-maze cues and the punishment of incorrect choices,
makes it difficult to interpret the results. The availability of
intra-maze cues might have helped discriminating the alleys,
as proposed by the authors. Alternatively, the absence of
punishment might have decreased the cost of incorrect
choices and could have biased rats in using a random-choice
strategy. It appears, thus, that this study does not provide
incontrovertible evidence in support of a cognitive map.

The ability of animals to keep track of their position and
orientation based on proprioceptive information, vestibular
activation, and optic flow suggests the existence of a neural
network devoted to this particular navigational system. Neu-
rons showing a high-rate of firing specifically when an animal
is facing a particular direction, or head-direction cells (Ranck
Jr., 1985; Taube, Müller, & Ranck, 1990), have been identi-
fied in 11 brain regions (see Dudchenko, Wood, &
Smith, 2019 for a review), including the medial entorhinal
cortex. The latter also has been shown to contain grid cells,
which have the striking property of firing in discrete and reg-
ularly spaced places that fully cover explored environments
(Hafting et al., 2005). Interestingly, all the components of
models for path integration have been found in the medial
entorhinal cortex, making it a good candidate for investigat-
ing the neural mechanisms of path integration (McNaughton
et al., 2006).

II. SPATIAL INFERENCE WITHOUT PATH
INTEGRATION

While response learning and reliance on extra-maze cues
(especially a beacon) can easily be neutralized experimen-
tally, dissociating path integration from cognitive mapping
is challenging. There are, to our knowledge, only three stud-
ies that provide a clear demonstration of spatial inference
when path integration is successfully neutralized.

(1) Spatial integration in pigeons

Two studies in pigeons support the role of cognitive maps,
avoiding confounding factors such as path integration and
beacon homing. Both studies involved pigeons learning to
find hidden food using a cognitive map acquired in

piecemeal fashion using a spatial analog to the sensory pre-
conditioning procedure. The experiment by Blaisdell &
Cook (2005) involved pigeons navigating in an open
arena (Fig. 4).

During the first phase of training, pigeons were presented
with landmarks L and T with a consistent spatial relationship
to each other and to a food goal located in between them

Fig 4. Diagram of the experimental arena used by Blaisdell &
Cook (2005), showing the arrangement of the 4 × 4 grid of
gravel-filled cups, the hidden food (G), and the landmarks
(T, L, and two foils). The top panel shows the spatial
arrangement of the consistent landmarks (T and L), goal
1 (G1), and inconsistent landmarks (cylindrical foils) during
Phase 1. The middle panel shows the spatial arrangement of
landmark T to goal 2 (G2) during Phase 2. The bottom panel
shows the spatial arrangement of landmark L and the potential
locations of search during the integration test. Letters on
bottom panel: I = predicted cup for choices guided by the
L ! T ! goal 2 hierarchical map, A = predicted cup for
choices guided by the phase 1 L!goal 1 vector, and
G = predicted cup for choices guided by a generalization to L
of the T ! goal 2 vector. Reprinted with permission of the
authors.
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(G1). In Phase 2, pigeons learned to find food hidden in one
of 16 food cups by using landmark T that had a consistent
spatial relationship to the hidden food goal in a new location
(G2). It is important to note that during each of these phases,
the location of the landmarks and food goal within the arena
changed stochastically across trials so that room cues and
other features of the apparatus could not be used to locate
the food. Rather, only the consistent spatial relationships
between L, T, and G1 in Phase 1, and between T and G2
in Phase 2 could enable subjects to locate the food. Following
Phase 2, pigeons were tested with trials on which they were
presented with only landmark L to examine the potential
integration of the spatial relationships acquired indepen-
dently in phases 1 and 2. That is, if pigeons had encoded
the L!T vector in Phase 1, and the T!G2 vector in Phase
2, then they could integrate these vectors because they con-
tain the common element, T. The integrated L! T! G2
vector could then be used at test with landmark L to derive
an L ! G2 spatial inference. Evidence for this integrated
set of relationships was shown in that pigeons searched for
food most often at the location consistent with the inferred
L ! G2 vector. This result indicates that integration of
binary spatial relationships acquired separately during
Phases 1 and 2 allowed the pigeons to compute a never-
before-experienced L!G2 vector. This derived vector sup-
ported spatial inference. Sawa et al. (2005); see also Leising,
Sawa, & Blaisdell, 2012) reported a replication of this finding
using 2D digital displays on a touchscreen, and included
additional controls to establish the necessity of a consistent
spatial relationship between the landmark and the hidden
goal in Phase 2 to enable the spatial inference at test.

(2) Novel route taking in rats

In an experiment by Roberts, Cruz, & Tremblay (2007), rats
were trained to navigate an enclosed ‘plus’ maze in which
extra-maze cues were not available. Each of the four alleys

ended in their respective end box containing distinctive
intra-maze cues (Fig. 5).
In the first training phase, only three alleys and their end

boxes (A, B, and D) were open. Rats were first fed in one of
the end boxes, say D, with a small piece of cheese. They were
then placed in one of the two other end boxes, A or B, that
served as the start box. The animals were allowed to navigate
the available sections of the maze, and were reinforced if they
made a choice to return to D, which was re-baited with two
new pieces of cheese. During Phase 1 training, each end
box served equally often as the start box, goal box, and
unbaited box. Rats mastered the task, thereby forming bidi-
rectional mental connections between all end boxes. During
the second phase of training, all rats were fed in C which
had not been explored during Phase 1, and subsequently
only rats from the experimental group were placed in B
and allowed to return to C where they found two pieces of
cheese. Finally, in the test phase, all rats were fed in C, and
then placed in D. The four internal alleys of the maze were
now unavailable, and the rats were forced to choose between
two new peripheral alleys, only one of which led to goal box
C. Even though the animals had no chance of connecting D
to C during previous training, rats in the experimental group
alone successfully chose the correct path leading from D to C
by making a right turn. Reinforcement of a left turn in Phase
2 neutralizes a simple response-learning account. In this
experiment, the investigators successfully overcame the chal-
lenging confound of path integration by preventing rats from
travelling from D to C before the test, a prerequisite for a
D! C vector to be generated by path integration.
How do the results of Roberts et al. (2007) fit with an

account by cognitive map theory? Serial activation of place
cells representing adjacent places provides not only a system
to determine one’s current position but a prospective naviga-
tion strategy as well. Nevertheless, this type of cognitive-map-
based navigation mechanism cannot account for the results
of Roberts et al. (2007). The rats in their study did not directly
travel the route prior to testing, and thus should not have had

Fig 5. Schematic representation of the maze used by Roberts et al. (2007), seen from above during (A) the first phase, (B) the second
phase, and the test (C). Arrows represent the paths animals took, and black lines terminating with dots represent barriers. “?” indicates
the possible choices during the test. Each letter represents an end box.
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any place-cell-based representation of the new peripheral
alleys in the enclosed maze (Fig. 6). While the results of Rob-
erts et al. (2007) confirm the ability of rats to make a spatial
inference, a mechanistic account is yet to be offered for true
novel route taking.

The unconfounded demonstrations of spatial inference
described above are not explained by a place-cell-based cog-
nitive map, higher-order conditioning (which could explain
the results from the Blaisdell laboratory, but not those from
the Roberts laboratory), or by path integration. We propose
an extension of the theoretical framework developed by
Blaisdell and colleagues (Blaisdell & Cook, 2005; Sawa
et al., 2005; Leising et al., 2012) and further elaborated in
Blaisdell (2009).

III. HIGHER-ORDER PATH INTEGRATION

(1) Presentation of the model

Our current extension is based on the vector arithmetic
mechanism of path integration (Etienne et al., 1998), and as
a novel postulation, incorporates processes of higher-order
associative learning to produce higher-order path integration
(HOPI). We consider that direct vectors D! B and B! D
are generated and stored when travelling from D to B and
from B to D (Fig. 7A).

During subsequent explorations from B to C, the two new
direct vectors constituting the route linking these two places
are arithmetically integrated to compute a bidirectional
first-order derived vector B?C (Fig. 7B). The direct vectors
D! B and B!D can then be retrieved and integrated with
the first-order derived B?C vector, resulting in the formation
of a second-order derived vector D?C (Fig. 7C). Thus, HOPI
uses vector arithmetic, but broadens its scope of application
by including vectors stored in memory. The latter can be pre-
viously experienced direct vectors or previously derived vec-
tors. This simple extension of Blaisdell’s (2009) theory of

associative spatial integration enables the subject to deter-
mine the distance and direction between all familiar places,
even between places that have never been directly connected
during a journey, as long as vectors can be connected in
piecemeal fashion through the linkage of common place ele-
ments. This can be achieved by retrieving a vector stored in
memory, and connecting it to a new vector only if they share
a common place (see Blaisdell, 2009, for further discussion of
this process). It implies that vectors are anchored to external
references, such as visual cues. Consistent with the resetting
property of path integration, it enables vectors to be cor-
rected during a journey whenever external references are
used. The latter can be conceived as nodes connected
together by vectors in an allocentric framework and makes
HOPI suitable in extended complex environments, when
external cues are sufficiently available.

For the sake of clarity, we distinguished direct vectors and
first-order vectors in the presentation of our model. How-
ever, in reality, a direct vector is formed at each step and
added to or subtracted from the vector formed at the previ-
ous step (Etienne et al., 2004). Consequently, direct vectors
as presented in our model should be considered as bi-
directional first-order derived vectors.

A simple mathematical formalization of HOPI is straight-
forward as it follows the modern system of vector algebra
(Gibbs, 1881; Heaviside, 1971; see Chappell et al., 2016 for
a review). In this system, a vector is a line segment in a Euclid-
ean space, that is defined by its direction and length. A bound

vector AB
!

is composed of an origin A, or tail, which corre-
sponds to its starting point, and a head B, which corresponds
to the point where it terminates. Vectors for which the origin
is ignored are called free vectors, such that two free vectors

AB
!

and CD
!

of the same direction and length are considered
equal. In our model, only bound vectors are considered,
and can be subjected to addition and subtraction with only
one restriction to the modern system of algebra being
required: two vectors can be added or subtracted only if the
head of one corresponds to the origin of the other. That is,

Fig 6. Schematic representation of the maze used by Roberts et al. (2007), seen from above during (A) the first phase, (B) the second
phase, and the test (C). Black lines terminating with dots represent barriers. Circles represent place representations. Each letter
represents an end box. “?” indicates the possible choices during the test.
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AB
!

and BC
!

can be added or subtracted, resulting in AC
!

or

AC
 

respectively: AB
!

+BC
!

=AC
!
, and AB

!
−BC
!

=CA
!
. However,

AB
!

and CD
!

cannot be added, nor subtracted. No distinction
is made between vectors that have been generated in a cur-
rent journey or retrieved from memory.

(2) Higher-order path integration in novel route
taking

Let us consider how this revised spatial-integration hypothe-
sis can explain the results of Roberts et al. (2007). In their
Experiment 3, rats travelled between D and B during the first

phase of training, resulting in the formation of a direct D! B
vector (Fig. 8A). In the second phase, animals then navigated
from B to C, generating a first-order derived B! C vector
(as well as the direct B ! Centre and Centre!C vectors;
Fig. 8B). Vector arithmetic of D! B and B! C was then
possible since they shared B as a common (linking) place.
Vector arithmetic resulted in a new second-order derived
vector D ! C that indicated the distance and direction of
C from D (Fig. 8C). In their experiment, place-cell-based
cognitive mapping was neutralized, as during the test only
two new alleys were available in which place cells had not
yet started firing, making HOPI the only successful strategy.

(A)

(C)

(B)

Fig 7. Schematic of the concept of higher-order path integration. The letters refer to different places. (A) and (B) represent two routes
travelled independently and stored in memory. (C) represents the mental integration of these two memories into a unified whole.
Continuous grey arrows represent direct vectors. Solid black arrow represents first-order derived vector computed by vector
arithmetic between direct vectors. The dashed black arrow represents a second-order derived vector resulting from vector
arithmetic between a direct vector and a first-order derived vector.

Fig 8. Schematic representation of the maze used by Roberts et al. (2007) during the two learning phases (A and B, respectively) and
during the test phase (C). The underlying strategy based on higher-order path integration is represented as follows: solid grey arrows
represent direct vectors; solid black arrow represents a first-order derived vector computed by vector arithmetic between direct
vectors; dashed black arrow represents a second-order derived vector resulting from vector arithmetic between a direct vector and
a first-order derived vector.
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(3) New predictions derived from the model

We propose an experimental arrangement where sequential
activation of place cells, as well as the use of direct vectors, are
neutralized, and where cognitive mapping, the use of a first-
order derived vector, and HOPI lead to different beha-
vioural outcomes (Fig. 9). The first phase of learning is similar
to that of Roberts et al. (2007), with the subjects allowed
access to A, B and D, but here the position of A is central,
and that of B has been changed such that the direction of
first-order derived vector A! B is unique (Fig. 9A).

In phase 2, the subjects learn to reach a reward at the goal
box C from place B (Fig. 9B). The goal box C is here posi-
tioned such that the second-order derived vector C ! A is
distinct from the first-order derived vector A ! B and its
direction is also different from the direction that would result
from a cognitive mapping strategy or from the use of direct
vectors (Fig. 9C). During the test phase (Fig. 9D), the animals
start from A, and have to choose between three new path-
ways that connect A to B, C, and a new box E with the short-
est possible distance. The path used during the learning
phases is now blocked, neutralizing a cognitive mapping
strategy, and the use of direct vectors. Intra-box cues, as in
Roberts et al. (2007), are critical for the animals to retrieve
correctly the vectors anchored to each place during the learn-
ing phases. The use of a first-order derived vector should
mean that rats choose the path directly leading to B, suggest-
ing that place B became a secondary reinforcer during Phase

2, or a good predictor of access to the reward. Alternatively,
the use of HOPI should produce choices of the path directly
leading to C. If the subjects solely rely on a place-cell-based
cognitive mapping strategy or direct vectors, their responses
should not be biased to any of the three choices available,
and a performance at chance level should be expected.

IV. DISCUSSION

Whether or not animals build and use a cognitive map to
navigate adaptively has been under active debate since
Hsiao’s (1929) pioneering experiment. Tolman was con-
vinced that rats solved maze problems with responses that
were more than merely reflexive responses to stimuli, and
his accumulated evidence was inconsistent with a behaviour-
ist associative learning framework, leading him to postulate a
theory of cognitive mapping (Tolman, 1948). The neural
basis for a cognitive map in vertebrates was illuminated with
the discovery of place cells in the hippocampus, each of
which fire in response to a specific familiar place
(O’Keefe & Nadel, 1978). The ability to take novel shortcuts
without trial-and-error learning when other routes to the
goal place are blocked is a hallmark of the locale system
(i.e. cognitive mapping) and is thought to be beyond the
scope of taxon learning. Tests of novel route taking have thus

Fig 9. Schematic representation of the maze seen from above, in an alternative procedure to that used by Roberts et al. (2007),
designed to neutralize a place-cell-based cognitive mapping strategy and the use of direct vectors. (A) Phase 1 is similar to that of
Roberts et al. (2007), where only end boxes A, B and D are explored. During Phase 1 training, each end box serves equally often as
the start box, goal box, and unbaited box. (B) During Phase 2, all animals are only allowed to explore B! C. (C) Explanation of
how the paths taken during phases 1 and 2 will produce different choice outcomes depending on the strategy (place
representation, direct vectors, first-order derived vectors, or HOPI) used by the rats. The goal box C is here positioned such that
the second-order derived vector C ! A (dashed black arrow) is distinct from the first-order derived vector A ! B (solid black
arrow) and its direction is also different from the direction that would result from a cognitive mapping strategy (black circles) or
from the use of direct vectors (solid grey arrows). (D) During the test phase, the animals start from A and can choose between three
novel paths that connect A to B, C, and a new box E with which they have no previous experience. Black lines terminating with
dots represent barriers. Circles represent place representations. Each letter represents an end box. Solid grey arrows represent
direct vectors; solid black arrows represent a first-order derived vector computed by vector arithmetic between direct vectors;
dashed black arrow represents second-order derived vectors resulting from vector arithmetic between a direct vector and a first-
order derived vector. “?” indicates the possible choices during the test.
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been the benchmark of cognitive map theory. Nevertheless,
researchers have found it challenging to neutralize path inte-
gration in novel-route tests. Specifically, in most experiments
investigating the cognitive map, it is still possible for the sub-
ject to navigate between two places using a direct connecting
vector formed using path integration during exploration in
the training phase of the experiment. This has been resolved
only recently in a maze experiment using rats (Roberts
et al., 2007) and in studies of landmark use in pigeons
(Blaisdell & Cook, 2005; Sawa et al., 2005). Higher-order
associative learning cannot be used to mentally ‘fill in’ place
cell information for a route that has never been directly expe-
rienced, in order to connect the current place with a goal
place. Path integration and higher-order spatial associations,
however, result together in the formation of indirect vectors
connecting two locations in known space, even if the route
overlapping such a vector has never been directly experi-
enced. This inferential process is limited to vectors computed
during a journey for path integration or to directly observed
landmark spatial relations for spatial integration.

Our model, HOPI, combines two taxon system mecha-
nisms, namely higher-order conditioning and path integra-
tion, and is able to overcome the weaknesses of the locale
and taxon systems as defined by O’Keefe & Nadel (1978).
Higher-order conditioning enables two vectors that share a
common place or landmark to be mentally connected.
Applying a path-integration process in which currently com-
puted vectors can be integrated with prior vectors stored in
reference memory extends the scope of each process
(i.e. path integration and higher-order conditioning) taken
separately. This results in a vectorial representation that
mentally connects any familiar place to any other familiar
place, even when they have never been connected directly
through experience. It is worth noting that goal-directed nav-
igation ruled by path integration, or its higher-order version,
constitutes a particular form of goal-directed behaviour as
there is no spatial representation of the route leading to the
goal. Thus, a cognitive map based on the HOPI mechanism
is not like the ‘field map’ envisioned by Tolman (1948).

(1) Spatial inference without map-like
representation

HOPI constitutes a new and powerful mechanism in spatial
inference, consistent with spatial learning theories that have
already emphasized the importance of vectorial information
at the psychological level (Poucet, 1993; Blaisdell, 2009), and
in line with the view that the taxon system is sufficient for com-
plex spatial learning and navigation (Cheng, 2012), if its com-
ponents can interact. In the non-spatial domain, higher-order
conditioning enables animals to establish mental relationships
between events never experienced together in the physical
world. As such, we propose that it can be considered as a basis
for creativity, where new behaviours arise frommental genera-
tion of associations not previously experienced. Higher-order
conditioning has been shown to create unconscious biases in
human decision making (Wimmer & Shohamy, 2012).

Consistent with this finding, humans are able to establish
inferences in the spatial domain in sensory-preconditioning
and second-order conditioning protocols (Bouchekioua
et al., 2013). Interestingly, when participants were asked how
they resolved the spatial task, none were able to explain the
strategy used, nor were they able to draw a topological repre-
sentation of the environment explored in a piece-meal fashion,
suggesting that a comprehensive spatial representation is not
necessary for inferential spatial navigation. This finding sug-
gests that a major distinction between place-based cognitive
mapping and HOPI is that the latter provides a navigational
system without needing a comprehensive topological represen-
tation of the environment, while the opposite is true for place-
based cognitive mapping. This observation substantiates two
recent findings in human virtual navigation tasks. In the first
study, participants were able to use portions of a virtual maze
for successful shortcuts and detours, even if they violated
Euclidian rules. Yet the human participants were unaware of
those portions, suggesting that they did not rely on ametric rep-
resentation of the maze to make spatial inferences (Warren
et al., 2017). In a more recent study that failed to replicate the
results of the Tolman et al. (1946) sunburst-maze shortcut
behaviour when a light cue over the goal place was neutralized,
Wilson & Wilson (2018) found no correlation between map-
drawing accuracy and accuracy of pointing towards the goal
during the test. Interpretation of the participants’ sketch-map
drawings should, however, bemade cautiously, as this has been
shown to be affected by inter-individual differences in drawing
skills and interpreter bias (Friedman & Kohler, 2003). Interest-
ingly, one recent study found that a significant decrease in the
time spent by human participants exploring complex virtual
mazes was associated with increased subsequent sketch-map
quality (Gehrke et al., 2018) – an analysis that neutralized
inter-individual differences in drawing skills.
The successful demonstration of novel route taking by Rob-

erts et al. (2007) and Blaisdell & Cook (2005) by nomeans inval-
idates the cognitive map hypothesis. Conversely, the ability to
take novel routes or shortcuts is intuitively predicted by Tol-
man’s (1948) cognitive map theory, and has stimulated a large
number of studies employing new experimental designs that
deepened our understanding of spatial learning and memory.
Our HOPI model is consistent with other studies proposing
simpler mechanistic analyses of flexible navigation that do not
imply veridical place-cell-based cognitive processes
(Mackintosh, 2002; Cruse & Wehner, 2011), as well as with a
cognitive map process more in line with the functional account
by Gallistel (1990) that any mechanistic process that accom-
plishes detours and novel shortcuts through unfamiliar loca-
tions to navigate to goals counts as a cognitive map.

(2) Limits of existing similar models

The model we propose here falls within an expanding body
of literature that considers vector-based learning as a power-
ful navigational strategy in which a comprehensive topologi-
cal representation of the environment is not necessary, even
when facing new situations such as detours, shortcuts, and
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novel route taking. A recent vector-based model grounded in
insect neurophysiology and neuroanatomy data is consistent
with the formation of higher-order vectors as defined herein
(Le Moël et al., 2019). However, their model could not be used
to compute a higher-order vector from the start place in the test
situation of Roberts et al. (2007) (see Fig. 6C), where rats have to
make a decision between two new routes. To achieve vector
arithmetic of vectors D ! B and B ! C in the Le Moël
et al. (2019) model, the agents would have to travel physically
to B to retrieve the B! C vector. Another study proposed a
heading-vector model based on head-direction cell properties
and a path integration process (Kubie & Fenton, 2009). It uses
vector arithmetic to connect all places explored in a single jour-
ney. While this process can be used to estimate a direct path
between each place explored, it is limited to a single exposure
to a new environment and does not generate predictions in sit-
uations where barriers are introduced, such as in the test situa-
tion of Roberts et al. (2007) (see Fig. 6C), where a new barrier
prevents the animals from travelling familiar paths. For these
reasons, this vector-headingmodel is outside the scope of novel
route taking described above, which involved acquisition and
integration of separately explored pieces of an environment.
The specificity and novelty of our approach is the combination
of two basic and well-documented mechanisms that are phylo-
genetically ancient (found in both chordates and arthropods):
higher-order conditioning and path integration.

(3) A hypothetical neural basis of higher-order path
integration

Consistent with HOPI, a recent study found that place cell
firing represents the animal’s route, not its goal, a character-
istic that might help in spatial discrimination but not in deter-
mining the route leading to the goal place (Grieves
et al., 2016). This latter finding is in line with recent cognitive
map theories that address how animals represent their cur-
rent position but are restricted to familiar environments for
navigation (O’Keefe & Burgess, 2005; Fuhs &
Touretzky, 2006; Hasselmo & Brandon, 2008; Duvelle
et al., 2019). The physiological properties of hippocampal
and para-hippocampal cells have been investigated exten-
sively and show large heterogeneity of firing properties. Head
direction (HD) cells, neurons that are activated preferentially
in a particular direction (Ranck Jr., 1985; Taube et al., 1990),
constitute a potential neural basis of vector learning (Pearce,
Roberts, & Good, 1998; Kosaki et al., 2015). The medial
entorhinal cortex, as well as pre- and parasubiculum
(Boccara et al., 2010) are of particular interest regarding path
integration and vector learning. These two brain areas are
composed of different types of neurons – grid cells, border
cells, head direction cells, and object-vector cells, among
others – that code metric information of familiar environ-
ments (see Rowland et al., 2016 for a review). Recent identi-
fication of goal-direction cells in hippocampal CA1 neurons
(Sarel et al., 2017) make them a prime candidate for future
investigation of the neural substrates of HOPI and may code
for higher-order vectors that point directly towards goal

places. Some reports suggest that neither the hippocampus
nor the entorhinal cortex are necessary for path integration
in rats (Alyan & McNaughton, 1999) or humans (Shrager,
Kirwan, & Squire, 2008). By contrast, other studies found
that lesions in the entorhinal cortex or hippocampus
impaired path integration (Save, Guazzelli, &
Poucet, 2001; Parron & Save, 2004; Van Cauter
et al., 2013; Allen et al., 2014; Jacob et al., 2017, 2019; Gil
et al., 2018), consistent with the hypothesis that path integra-
tion is processed in the entorhinal cortex, which would in
turn transmit this information to the hippocampus through
the perforant path (Parron, Poucet, & Save, 2006). The hip-
pocampus has also been shown to be necessary for higher-
order conditioning (Wikenheiser & Schoenbaum, 2016). It
is thus plausible that direct vectors as well as first-order
derived vectors are generated outside of the hippocampus,
before converging to CA1 hippocampal goal-directed cells,
where higher-order vectors could originate.

V. CONCLUSIONS

(1) Cognitive mapping predicts novel route taking, but
experimental observations cannot be explained by
simple (first-order) path integration. We found only
three studies showing empirical evidence of novel
route taking in which path integration was successfully
neutralized. Specifically, subjects never had the oppor-
tunity to travel directly between the start place used at
test and the goal place: they could only mentally con-
nect these two places via an intermediate place.

(2) No mechanistic account of novel route taking was pre-
sented in these three studies, revealing limits of cogni-
tive mapping and associative learning theories, as
well as path integration.

(3) We propose a newmodel integrating higher-order condi-
tioning and path integration, and demonstrate how
HOPI can explain novel route taking without using a
map-like representation of the environment. Indepen-
dently acquired vectors are anchored to nodes
(i.e. external cues), and can be generated via path integra-
tion and stored in memory with their associated nodes.
Finally, they are mentally integrated using higher-order
conditioning by mean of common elements these stored
vectors share. Applying the path integration process to
these stored vectors results in a higher-order vector that
connects places not previously connected during direct
experience, such as while navigating a maze.
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